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Abstract

Motivation: To develop a gene classification method exploiting statistical struc-
ture of gene expression data, we apply independent component analysis (ICA) to
microarray data.
Results: We introduce an ICA-based gene classification method. By using a gene
expression data of yeast during sporulation, we validate our classification method.
The ICA-based method automatically finds typical gene profiles, which are similar
to average profiles of biologically meaningful gene groups, and classifies the yeast
genes based on the obtained typical profiles.
Contact: hori@bsp.brain.riken.go.jp

1 Introduction

Gene classification/clustering is one of the central issues in gene expression data analysis
because it is extremely useful to classify or cluster the enormous number of genes into
relatively small number of groups to draw valuable information from the data. For that
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purpose, many works have been made on applying known unsupervised learning methods,
such as hierarchical clustering (Eisen et al., 1998) and self-organizing maps (Tamayo et
al., 1999), to gene classification problem. We previously proposed to apply independent
component analysis (ICA; Cardoso and Souloumiac, 1993; Bell and Sejnowski, 1995; Hy-
vaerinen and Oja, 1997; Amari et al., 1997) to gene expression data and pointed out that
ICA automatically finds the typical gene profiles from gene expression data and classifies
genes successfully into biologically suitable groups using the obtained typical profiles (Hori
et al., 2001). Also Liebermeister applied ICA to gene expression data to find independent
modes of gene expression (Liebermeister, 2002). The present study introduces a scheme
of ICA-based analysis in gene expression data analysis and extends our former ICA-based
gene classification method.
The organization of the rest of the paper is as follows. Section 2 gives a brief intro-

duction to independent component analysis (ICA), discusses how to apply ICA to a gene
expression data and introduces linear profile model and our gene classification method.
Section 3 validates our methods using a publicly accessible yeast gene expression data,
by comparing the model profiles and the classification results by ICA to the average pro-
files of biologically meaningful gene groups and the classification result based on them
respectively. Discussion follows in Section 4.

2 Methods

2.1 Independent component analysis (ICA)

Independent component analysis (ICA) is a method for multi-channel signal processing
to separate mixed signals. Methods for the signals mixed with and without time delay
are also called blind source deconvolution (BSD) and blind source separation (BSS) re-
spectively, and the ICA algorithm applied to microarray data in the following belongs to
the latter. ICA has advantage to PCA in that the former exploits higher order statistics
and has no restriction on its transformation, whereas the latter exploits only second order
statistics and is restricted to orthogonal transformation. ICA has been well established
and successfully applied to analyze brain signals, such as EEG, MEG and MRI, and also
speech signals and images.
ICA for the signals mixed without time delay is based on the mixing model

x(t) = As(t), t = 1, . . . ,m (1)

and the demixing model
y(t) = Wx(t), t = 1, . . . ,m (2)

where s(t) = (s1(t), . . . , sn(t))
T , x(t) = (x1(t), . . . , xn(t))

T and y(t) = (y1(t), . . . , yn(t))
T

denote the source signals, the mixed signals and the demixed signals respectively, and
A and W denote the n × n mixing and demixing matrix respectively. The mixing and
demixing models are written in the matrix forms as X = AS and Y = WX where S, X
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and Y denote the n×m matrices whose t-th columns are s(t), x(t) and y(t) respectively
(Figure 1).

ICA assumes that the source signals s(t) are zero-mean,

E[si(t)] = 0, i = 1, . . . , n,

and independent to each other, that is, the joint probability distribution of the source
signals are the product of non-Gaussian marginal distributions,

p(s1, s2, . . . , sn) = p(s1)p(s2) · · · p(sn).

Here we should note that only the mixed signals x(t) are observable and the source signals
s(t) and the mixing matrix A are not. Also only the zero-mean, independence and non-
Gaussian assumptions are all the available information on the source signals s(t) and their
probability distributions are unknown. The zero-mean assumption of the source signals
is not a matter for applying ICA to gene expression data because it can be circumvented
by removing means from observed mixed signals x(t) before applying ICA and restoring
them after the demixing matrix is obtained.
ICA attempts to find the demixing matrix W such that the demixed signals y(t) are

close to the source signals s(t) as possible, exploiting the independence assumption on
the source signals s(t). Although the ideal solution is W = A−1, ICA finds this inverse
except the indeterminacy of the permutation and the amplitude of its rows. An ICA
algorithm is an updating rule of the demixing matrix W which minimizes some criterion
of the dependency, for example mutual information, between the observed signals y(t).
Starting from some appropriate initial matrix, such an updating rule makes W converge
to the inverse except the above indeterminacy.
We use the JADE algorithm (Cardoso and Souloumiac, 1993), an ICA algorithm based

on the joint diagonalization (Bunse et al., 1993; Hori, 2000) of the fourth order cumulant
tensor of the prewhitened observed signals, for our ICA analysis of gene expression data.

2.2 Demixing model for gene expression data

This section discusses a feasible way of applying ICA to a gene expression data and the
interpretation of the corresponding mixing model.
Let X denote a matrix of gene expression data with m rows of genes and n columns

of conditions and xij the (i, j)-th element of the matrix X which corresponds to the i-th
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gene’s expression ratio under the j-th condition. In most cases, the number of genes m
is much larger than the number of conditions of experiment n. Hence we employ the
demixing model

ST = WXT , (3)

where T denotes matrix transpose and W is an n×n demixing matrix. By this demixing
model, we can make the estimation of the demixing matrix feasible. The demixing model
(3) takes the rows ofX asm observations of an n-dimensional variable. Once the demixing
matrixW and ST are obtained by ICA, the gene expression dataXT is calculated inversely
from ST as

XT = AST (4)

where A = W−1 denotes the inverse of the demixing matrix (Figure 2).

When we employ the demixing model (3), the corresponding mixing model (4) can be
understood as follows. We suppose that there are n controlling factors, which are statisti-
cally independent to each other, underlying in gene expression. The rows and columns of
the mixing matrix A correspond to the experiment conditions and the controlling factors
respectively. The (j, k)-th element ajk of A represents the amount of the k-th control-
ling factor under the j-th condition. On the other hand, the rows and columns of the
matrix ST correspond to the controlling factors and the genes respectively. The (k, i)-th
element of ST represents the contribution of the k-th controlling factor to the i-th gene’s
expression. Then the expression of the i-th gene under j-th condition represented in the
(i, j)-th element xij of X is calculated as the sum of the amount of the controlling factors
ajk weighted by the contributions sik.
Let us remind that the rows of the obtained demixing matrix W have the indeter-

minacy of amplitude and permutation in the framework of ICA. To make the demixing
model (3) and the mixing model (4) uniquely determined, hence we suppose in the follow-
ing that the rows of ST are normalized to have unit variance, the columns of A are sorted
in descending order with respect to their Euclidean norms and the signs of the columns
of A are chosen so that their means become positive values.

2.3 Linear profile model

This section proposes the linear profile model in which each of all the gene profiles in
expression data is expressed in the linear combinations of a few model profiles (see below)
obtained by ICA. We will see in Section 3 that the model profiles have consistency with
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the average profiles of biologically meaningful gene groups and the linear profile model is
a powerful tool for investigating how a gene expression data are organized and classifying
or clustering genes into biologically suitable groups.
The relation of mixing (4) is written column-wise as

x(t) = As(t), t = 1, . . . ,m (5)

where x(t) and s(t) denote the t-th columns of XT and ST respectively. The column
vector x(t) contains the t-th gene’s profile. The column-wise relation (5) can be read
as an expansion of the t-th gene’s profile vector with the basis vectors ak(k = 1, . . . , n)
representing the k-th columns of the matrix A and the basis coefficients sk(t) representing
the k-th component of s(t),

x(t) =
nX
k=1

sk(t)ak. (6)

We refer to the basis vectors ak(k = 1, . . . , n) as model profiles and the relation (6) that
represents all the gene profiles in the linear combinations of the model profiles as linear
profile model (Figure 3). The k-th model profile ak can be regarded as the profile of a
gene which is contributed only by the k-th controlling factor and the linear profile model
expresses the gene profiles in the linear combinations of model profiles weighted by the
contributions of the controlling factors.
Similarly to the relation of mixing (4), the relation of demixing (3) is written column-

wise as
s(t) = Wx(t), t = 1, . . . ,m (7)

where W is the demixing matrix and s(t) and x(t) denote the t-th columns of ST and XT

respectively. The column vector s(t) contains the contributions of the controlling factors
to the t-th gene. The column-wise relation (7) can be also written as

s(t) = (w1 · x(t), . . . ,wn · x(t))T

where the row vector wi is the i-th row of the demixing matrix W and w · x denotes
the vector inner product of a row vector w and a column vector x. We refer to the row
vectors wi(i = 1, . . . , n) as profile filters. The profile filters extract the contributions of
the controlling factors from the gene profiles.
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Our framework of the linear profile model (6) corresponds to the framework of ‘feature
extraction’ for natural images (Bell and Sejnowski, 1997). They applied ICA to natural
scene images based on the linear image synthesis model (Olshausen and Field, 1996)
where x(t) in (6) now denotes small patches from a natural image. The rows of the
resulting demixing matrix W , corresponding to the receptive fields in early visual cortex
of the brain, are found to be ‘edge filters’. The framework of ‘feature extraction’ has been
successfully applied to image processing such as face recognition (Bartlett and Sejnowski,
1997) and lipreading (Gray et al., 1997).
We note that the number of the model profiles in the framework described above is

exactly the same as the number of the conditions of given gene expression data. The
number of the model profiles can be reduced by i) applying ICA to the preprocessed
data reconstructed from the top few principal components or ii) simply discarding the
last model profiles obtained by ICA, which is sometimes good for eliminating ill influence
from the weak components which might not capture essential information. On the other
hand, the number of the model profiles can not be increased to exceed the number of the
conditions of given gene expression data. Also we note that the model profiles obtained by
ICA are basically not orthogonal to each other because, unlike PCA, ICA is not restricted
to orthogonal transformation.

2.4 Blind gene classification

According to the framework of the linear profile model introduced in the previous sec-
tion, it is reasonable to classify genes into groups associated with the controlling factors.
Since each controlling factor is associated with a model profile, it is equivalent to classify
genes into groups associated with the model profiles. This section introduces two generic
gene classification scheme based on the obtained model profiles and the contributions of
controlling factors respectively.

Scheme I
Scheme I classifies genes into groups associated with the model profiles according to

some similarity measure between the gene profiles and the model profiles. Generically,
each gene is classified into a group which shows the highest value of the similarity measure
between the genes profile and the model profile. Specifically, we will use the correlation co-
efficient which is widely used similarity measure between gene profiles in the classification
of yeast genes in Section 3.3.

Scheme II
Scheme II classifies genes into the groups activated and repressed by the controlling

factors using the values of the elements of ST . We define a degree of gene’s sensitivity
to the controlling factors by using the values of elements of ST . Generically, the genes
with positive and negative extreme values of the degree of sensitivity are assigned to the
activated and repressed group respectively. Specifically, we will simply use the value of
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sk(t) as the sensitivity of the t-th gene to the k-th controlling factor in the classification
of yeast genes in Section 3.3.

We refer to Scheme I and Scheme II as ‘blind gene classification’ or ‘blind classifica-
tion/clustering’.

3 Results

The following sections validate our methods for understanding gene expression data and
classifying genes using an actual gene expression data. Section 3.1 explains the yeast gene
expression data we use for validation, Section 3.2 applies ICA to the data and investigates
the obtained model profiles and the contributions of the controlling factors, and Section
3.3 shows the results of our gene classification methods.

3.1 Gene expression data for validation

We validate our method using a gene expression data of yeast during sporulation collected
by Chu et al. (Chu et al., 1998) 1. The data consists of expression data of 6118 genes in
yeast genome which were measured at seven time points during sporulation, namely, 0.0,
0.5, 2.0, 5.0, 7.0, 9.0 and 11.5 hours.
Chu et al. classified the yeast genes into seven groups based on the expression data

using their domain knowledge. They hand-picked seven small sets of yeast genes, each of
which consists of 3 - 8 representative genes of the respective time period. By averaging the
profiles of each set over all the time periods, they defined seven average profiles in Figure
4. All the other yeast genes are then classified into one of the seven average profiles:
Each gene is assigned to a group that shows the highest correlation coefficient between
the average profile and the gene profile.

3.2 Obtained model profiles and controlling factors

Figure 5 shows the obtained model profiles, that is, the columns of the inverse of the
obtained demixing matrix, A = W−1. Notably, some model profiles in Figure 5 obtained
automatically by ICA are similar to the average profiles in Figure 4 obtained manually
by Chu et al. For example, IC1, IC2 and IC3 in Figure 5 appear to match well with ‘Early
I’, ‘Middle’ and ‘Mid-Late’ in Figure 4 respectively. Especially, the IC2 model profile is
extremely similar to the ‘Middle’ average profile. This implies that the representative
genes of the ‘Middle’ profile that Chu et al. hand-picked are directly related to the second
controlling factor, which represents the second row of ST .

1The data is available from http://cmgm.stanford.edu/pbrown/sporulation/.
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Figure 4 Average profiles manually obtained by Chu et al. (Chu et al., 1998)

Figure 5 Model profiles automatically obtained by ICA

The left and the right half of Figure 6 show the scatterplots (pairwise joint distribu-
tions) among the gene expressions xi(t) (i = 1, 2, . . . , 7) and among the contriubutions
of controlling factors si(t) (i = 1, 2, . . . , 7) respectively. While ICA takes higher order
relations into account for obtaining the demixing matrix, we can still make the following
observation from the pairwise relations in the figure. There are some strongly correlated
pairs in the scatterplots of the gene expressions, for example (x5, x6) and (x6, x7), whereas
there are no such correlated pairs in the scatterplots of the contributions of controlling
factors. This confirms that ICA extracts the underlying mutually independent controlling
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factors from the mutually dependent gene expression data.
In the joint distributions between s2 and other si’s (especially s1, s4 and s6), there

are jutting parts in which s2 takes large values while other si’s are close to zero. These
correspond to the genes whose profiles are very close to the model profile IC2. There are
similar jutting parts in some other pairwise joint distributions. Note that it is difficult to
find these from the pairwise distributions of gene expressions xi(t) before applying ICA,
as can been examined in the figure.

3.3 Classification resutls

According to the two classification scheme described in Section 2.4, the yeast genes are
classified into seven groups associated with the obtained model profiles and controlling
factors. We compare our two classification results with the classification by Chu et al. for
evaluation of our method. In the following, for the sake of simple comparison, we make a
representative group composed of the top 100 genes for each category instead of complete
classification of all the genes. The results of the comparison are summarized in the table
of the number of genes in the intersections between these groups.
The representative groups are made as follows. For the average profiles defined by

Chu et al. and the model profiles obtained by ICA, the genes with the top 100 highest
correlation coefficients to categories of each profile are collected. For the controlling factors
obtained by ICA, the genes with the top 100 highest contributions from the controlling
factors are collected. Table 1 summarizes the number of genes in the intersections between
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these groups.

Scheme I Scheme II
IC1 IC2 IC3 IC4 IC5 IC6 IC7 IC1 IC2 IC3 IC4 IC5 IC6 IC7

Metabolic 14 0 0 1 0 0 6 13 0 0 2 2 0 0
Early I 42 0 0 0 0 0 0 28 1 1 2 0 1 0
Early II 0 0 0 0 0 0 0 8 1 0 0 2 1 0
Early-Mid 0 20 3 0 0 0 0 6 8 6 0 0 0 0
Middle 0 78 0 0 0 0 0 1 55 3 0 3 0 3
Mid-Late 0 1 15 0 0 0 0 0 2 18 0 0 1 2
Late 0 0 0 0 0 0 0 0 1 2 0 0 0 1

Table 1 Numbers of genes in the intersections

From the above results, we find three correspondence between the model profiles obtained
by ICA and the average profiles of Chu et al., namely, IC1, IC2 and IC3 between ‘Early’
‘Middle’ and ‘Mid-Late. These correspondence are the same as we observed from the
shapes of the profiles in the last section. From these, we conclude that the three of the
model profiles or controlling factors obtained by ICA automatically capture some feature
of the yeast gene expression data. On the other hand, the rest of model profiles have no
obvious correspondence to the average profiles. It is not clear if they capture some other
feature of the expression data the average profiles do not capture.

4 Discussion

Using the yeast gene expression data during sporulation, we have validated our linear
profile model and blind gene classification method. ICA automatically discovered three
model profiles that are similar to three of the average profiles manually obtained by Chu
et al. Especially, the IC2 model profile was very similar to the ‘Middle’ average profile.
The top 10 genes activated by the second controlling factor include DIT1, SPR28, SSP1
and SPR3 that are related to spore wall formation whereas the top 10 genes repressed
by the second controlling factor include MEP2, ERG6, ACS2 and IDH1 that are related to
metabolism.
Let us briefly discuss limitations and future works of the present study. First, in

the present study, we implemented the simplest cases of the classification methods of
both Scheme I and Scheme II introduced in Section 2.4. It is worthwhile to consider
more sophisticated cases using other measures of similarity of profiles or contributions
of controlling factors. Second, the present study examined only the activated groups of
Scheme II, simply because they are easy to be compared to the classification result using
the average profiles. The corresponding repressed groups are also of interest. Third, it
is interesting to combine our ICA-generated model profiles with other gene classification
methods such as hierarchical clustering or tree harvesting.
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